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Beyond chemical information, the fine structure of an absorption edge gives bonding and electronic infor-
mation. We provide a synthesis of fine structure and dynamical scattering theory, allowing the exploration of
the effects of dynamical scattering on the measured fine structure. We discuss the effects of experimental
geometry in the context of site-specific near-edge spectroscopy of NiAl2O4 and find that large detectors serve
to localize the inelastic signal and may be preferable to the small off-axis detectors currently used. We then
explore the possibility of measuring changes in fine structure within a unit cell using scanning transmission
electron microscopy. We demonstrate that, in principle, it is possible to measure a subtle change in the fine
structure of the O K edge in SrTiO3 as the probe is scanned across the unit cell. We explore the best experi-
mental conditions to achieve this and find that large probe-forming and detector apertures help to localize the
signal to the atomic sites.
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I. INTRODUCTION

For determining materials properties on small length
scales and in highly localized areas, transmission electron
microscopy �TEM� is the technique of choice. Structural in-
formation is obtained from the configuration of columns in
projection, which can be used to explore the distribution of
dopants and defects and to analyze interfaces. Chemical in-
formation is obtained if the atomic species can be identified
either through their atomic charge or through spectral iden-
tification. Scanning TEM �STEM� electron energy loss spec-
troscopy �EELS� has been used to image single-atom impu-
rities within the bulk1 and more recently has led to full two-
dimensional chemical mapping at atomic resolution.2–6

Functional properties of materials from atomic level can be
analyzed if such properties as the atomic valence and bond-
ing, and details about the conduction band can be measured.
These last can be obtained from the fine structure in core-loss
EELS, which arises from the interaction between the ejected
electron and its local environment.7,8 At some distance from
threshold, the fine structure relates to the location and num-
ber of nearest neighbors of the ionized atom.9 Near to the
threshold, electron energy loss near-edge structure �ELNES�
�approximately 0–50 eV above threshold� gives information
about the local bonding environment10 and the local pro-
jected unoccupied density of states.11

The theory of ELNES and the closely related technique of
x-ray absorption NES �XANES� have been well
explored.7,11–15 Methods such as density-functional
theory16,17 and real-space multiple scattering13,15,18 have been
used successfully to calculate core-loss spectra. These calcu-
lations involve determining the wave function of the ejected
electron as a function of the ejection energy. However they
typically assume that the probing wave field is a plane wave.
The generalization to include the influence of the scattering
geometry, both that of the detector and of allowing for a

convergent incident probe, has also been explored.19–24 How-
ever this is only half the story for TEM since the crystal
serves to significantly modify the incident wave field for all
but the thinnest of specimens.

There are a number of ways in which the elastic or dy-
namical scattering of the fast electron which instigates the
ionization events may interact with the fine structure and so
impact upon the shape of the measured spectra. The symme-
try of some crystals is such that certain atoms have different
spectra associated with different symmetry axes. The weight-
ing of these spectra then depends on the angular distribution
of the incident and outgoing fast electrons, which is changed
by elastic scattering. The material may have atoms of equiva-
lent type but in different local environments, especially if
dopants or interfaces are considered. In this case, the relative
excitation of the different possible contributing spectra will
depend on the distribution of the illuminating beam relative
to these sites. This can be significantly changed by the elastic
scattering prior to the ionization event. In some instances this
might be regarded as a hindrance: probe spreading serving to
slowly degrade the resolution. Some techniques take advan-
tage of it, for instance, atom location by channeling-
enhanced microanalysis �ALCHEMI�.25,26 Either way, a de-
tailed understanding of the consequences of the elastic
scattering of the fast electron wave function both before and
after the ionization events is essential for any sort of quanti-
tative analysis with this technique.

An explicit theory of ELNES including the dynamical
scattering of the fast electron was first explored by Saldin.27

Schattschneider et al.28 presented the first calculations to ex-
plore the detailed coupling between channeling and fine-
structure theory in the conventional TEM geometry. Recent
experimental29,30 and theoretical31 work has explored the ef-
fects of dynamical scattering on ELNES in electron-
diffraction spectroscopy. Site-specific electronic-structure
analysis29,30 was achieved but the effects of dynamical scat-
tering were treated independently from the calculation of
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ELNES spectra. The interplay between dynamical scattering
and ELNES in this scenario has not been explored. We ex-
plore the effects of dynamical scattering on ELNES in
electron-diffraction spectroscopy using NiAl2O4 as a case
study and compare our simulations to recent experiments. In
particular, we explore the parameters that provide optimal
experimental conditions.

The mixed dynamical form factor �MDFF� approaches to
energy loss simulation in TEM �Refs. 32–35� have implicitly
contained the framework suitable for simulating both the
channeling and the energy loss. Allen et al.36 showed how to
generalize such formulations to handle STEM probe inci-
dence. But the results of such calculations have tended to be
applied to cases where the total cross section after integration
over an energy window is all that is required, and, since such
integration tends to average out the fine-structure effects,
such calculations have naturally been based on the energy
loss spectra of isolated atoms because of the considerable
computational simplification it offers.37–39 STEM ELNES of-
fers the prospect for recording atomic bonding maps.5 How-
ever the interpretation of these will sensitively depend both
on the delocalized nature of the ionization interaction40,41

and on the dynamical spreading of the probe. The signifi-
cance of the latter was appreciated by Möbus and Nufer,42

who performed detailed dynamical scattering simulations of
nanoprobe propagation. They then estimated ELNES signals
by using this electron intensity to weight the local projected
density of states, a reasonable first estimate but one which
does not incorporate the details of the long-range nature of
the ionization interaction, the phase of the fast electron wave
function and the detector geometry, all of which are known
to be important for EELS and have the potential to affect
EELS images in nonintuitive ways.41 Mizoguchi et al.43

similarly recognized that the STEM ELNES signal would
depend on the distribution of the probe in materials with
atoms of the same type on inequivalent sites. That work de-
termined the different spectra for the different sites but was
unable to determine the weighting for a STEM probe scat-
tering through a crystal. We therefore further generalize the
approach to simulate in detail ELNES signals in STEM. We
discuss the theory of STEM ELNES and, using SrTiO3 as a
case study, present calculations for STEM ELNES which
include the dynamical scattering of the probe.

II. BRIEF OVERVIEW OF ELECTRON ENERGY LOSS
FINE STRUCTURE UNDER KINEMATIC

CONDITIONS

Differentiating the well-known expression for the so-
called kinematic cross section for inelastic scattering with
respect to energy we have38

���K�
�E

=
N

2�4a0
2K
� K�

2 �
n

Mn�q,q�
�q�4

d�K�. �1�

By kinematic we mean that this expression ignores the ef-
fects of dynamical scattering, i.e., it assumes that the fast
electron wave function both before and after inelastic scat-
tering can be described by plane waves. An incident plane

wave with wave vector K is assumed. The sum over n in-
cludes only those atoms of the species being ionized, K� is
the wave number of the inelastically scattered electron, N is
the number of unit cells in the sample, a0 is the Bohr radius,
and the scattering vector q=K−K�. The MDFF of atom n
is32,44

Mn�q,q�,E� = �
f ,i

Fn,fi
� �q,E�Fn,fi�q�,E� , �2�

where the atomic transition-matrix element for a particular
orbital is

Fn,fi�q,E� =� un,f
� �E,r�e2�iq·run,i�r�dr . �3�

Here un,i and un,f are the initial �bound� and final �con-
tinuum� state wave functions of the target electron of atom n.
The wave function of the ejected electron depends on the
energy loss E of the fast electron, and it is this dependence
which introduces the energy-dependent fine structure into the
energy differential scattering cross section. When q=q�, as
for the case of plane-wave scattering in Eq. �1�, the MDFF
reduces to the dynamic form factor which is the transition
probability amplitude of the target being excited from state i
to f .

For an isolated atom, Eq. �3� can be evaluated in its
entirety.45 However, for the purposes of considering the fine
structure, and, in particular, to make use of the output of
existing fine-structure calculation packages, it is desirable at
this point to make the dipole approximation for the exponen-
tial operator in Eq. �3�. For conventional TEM this is thought
to be an excellent approximation.46–49 Using the orthogonal-
ity of the initial and final states,15 and expanding the dot
product in Cartesian form, Eq. �3� becomes

Fn,fi�q,E� = 2�i�
�

q�� un,f
� �E,r�r�un,i�r�dr , �4�

where r� and q� are the x, y, or z components of r and q,
respectively. Substituting this into Eq. �2� we get

Mn�q,q�,E� = 4�2�
�,�

q�q��Rn,���E� , �5�

where the 3�3 matrix

Rn,���E� = �
f ,i
� un,f�E,r�r�un,i

� �r�dr

�� un,f
� �E,r��r��un,i�r��dr�. �6�

Depending on the symmetries of the sample, not all of the
elements of R�� will be nonzero and distinct. For example,
take the oxygen K edge in NiO. Due to the high symmetry of
the crystal, R�� is diagonal and all the diagonal elements are
identical. For the lower-symmetry case where the atom is
located on a threefold, fourfold, or sixfold rotational symme-
try axis, the EELS cross section is dichroic.22,50–55 In that
case, if the main rotation axis is in the z direction, then R��

is diagonal and Rxx=Ryy �Rzz, i.e., the spectrum recorded
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from the sample comprises some suitably weighted combi-
nation of two independent spectra, one associated with the
plane of rotation and another associated with the axis of ro-
tation. For still lower symmetries the sample can exhibit
trichroism,56–58 which has three, four, or six inequivalent
spectra. One way that channeling can affect the measured
fine structure is to change the weighting of these different
spectra, as we will see in the following sections.

If we integrate over a sufficiently large energy window
above the ionization threshold the effects of fine structure are
averaged over and we can make an isolated atom approxi-
mation for the calculation of R��. The upper limit of the
energy window must be chosen such that the fine structure
has damped down sufficiently at that point. An upper limit of
tens of eV is usually acceptable but will vary depending on
the sample used. Otherwise, more complicated methods are
needed to include the effect of neighboring atoms on the
final-state wave function. We use the real-space multiple
scattering package FEFF �Refs. 13 and 59� to do this. FEFF is
a cluster method based on real-space multiple-scattering
theory that includes the effect of an energy-dependent self-
energy and a screened core hole.10 FEFF can calculate Eq. �6�
including the effect of all atoms within a specific radius of
the ionized atom. It is usually used in the calculation of
XANES but, due to the correspondence between XANES
and ELNES,27 can also be used to calculate ELNES.

It is worth considering the computational complexity in-
troduced into cross-section calculations by including the fine
structure. R���E� can have large oscillations, requiring a fine
sampling in energy to accurately describe them. As identical
atomic species can have different local environments, R���E�
must also be recalculated for the different possible local en-
vironments of the ionized atom. Additionally, for the ELNES
case, the cross-section expression must be re-evaluated for
every energy loss. This has necessitated the optimization of
code used to calculate the differential cross section. In par-
ticular, the integration over the detector was highly opti-
mized. Additionally, OPENMP �Ref. 60� was used to parallel-
ize the code across multiple processors.

Previously it had been assumed that relativistically cor-
recting the electron mass and wave vector were sufficient61

for the typical energies used in electron microscopy, but it
has recently been shown in magic-angle studies, aperture
combinations which make the recorded spectra independent
of sample orientation, that relativistic corrections to the
transition-matrix elements are important.53,54 These correc-
tions were also proposed for the theory of STEM EELS �Ref.
62� and were required to achieve quantitative agreement be-
tween experiment and theory in core-loss convergent-beam
electron diffraction.63 To apply the correction we replace q
and r in Eq. �5� by

q� = q −
�2�q · v�

v
v̂ �7�

and

r� = r −
�2�r · v�

v
v̂ , �8�

where v is the magnitude of the velocity of the fast electron,
v, in direction v̂ and �=v /c is the speed of the fast electron

relative to the speed of light c. The net effect of this correc-
tion is a contraction of q and r in the direction of motion of
the fast electron. These corrections have been included in all
the following simulations.

III. FINE STRUCTURE AND CHANNELING ASSUMING
PLANE-WAVE INCIDENCE ON THE SPECIMEN

We now extend our theoretical development to include the
elastic scattering of the fast electron both before and after the
ionization event. Following Allen et al.64 we assume a fast
electron incident on a slablike specimen, where r� is a vec-
tor in the plane of the surface of the sample and z increases
as the fast electron propagates through the sample. Following
Allen et al.,36 with a change to the S-matrix notation of
Fujimoto65 and Sturkey,66 we can describe the propagation of
the elastic wave function in Fourier space as

�G�K,z2� = �
H

SG,H�K,z = z2 − z1��H�K,z1� , �9�

where the elastic scattering matrix element SG,H�K ,z� can be
interpreted as the transition matrix element for elastic scat-
tering from beam K+H to K+G over a thickness z. The
Fourier coefficients at the entrance surface of the crystal,
�H�K ,0�, can be found by requiring continuity of the wave
function at the surface of the crystal. For plane-wave illumi-
nation �H�K ,0�=�H,0 and hence

�G�K,z� = �
H

SG,H�K,z��H,0 = SG,0�K,z� . �10�

Separating the sum over final states p in the inelastic cross
section of Allen et al.64 to an integral over energy dE and a
sum over final states for a fixed energy, the energy differen-
tial inelastic cross section can be written as

���K,t�
�E

= NVc
2m

	2K
� �

G,H,G�,H�

1

t
�

0

t

SG,0�K,z�SH,0
� �K,z�

� S0,G��K�,t − z�S0,H�
� �K�,t − z�dz

�
K�

2
XH−H�,G−G��K,K�,E�d�K�. �11�

Here K� is the wave vector of the fast electron after the
ionization event and the integral d�K� is over the solid angle
of the vector K� consistent with the detector. This expression
includes dynamical scattering of the fast electron both before
and after the ionization event, so-called double channeling.
The transition matrix element for elastic scattering from
beam K+0 to K+G through a depth z of crystal is
SG,0�K ,z�, S0,G��K� , t−z� is the transition matrix element for
elastic scattering after the ionization event at depth z from
K�+G� to K�+0 in a thickness t−z, and similarly for the
complex conjugates. The inelastic-scattering matrix,

XH−H�,G−G��K,K�,E�

= �
n

Fn
	2

4�4ma0
2

Mn�q + H − H�,q + G − G�,E�
�q + H − H��2�q + G − G��2

, �12�

connects these two elastic scattering processes. The MDFF

THEORY OF DYNAMICAL SCATTERING IN NEAR-EDGE… PHYSICAL REVIEW B 80, 184108 �2009�

184108-3



Mn�q+H−H� ,q+G−G� ,E� is given in Eq. �2�, and

Fn = e−0.25Bn�G−G�−H+H��e2�i�G−G�−H+H��·
n �13�

is similar to the site term of Allen et al.64 but excludes the
sum over atoms in the unit cell. The atomic sites of the
species being ionized within the unit cell of volume VC are 
n
and the temperature factors Bn�G�=8�2�un

2�G2, where �un
2� is

the projected mean-square thermal displacement. Due to our
separation of the sum over final states p into an integral over
energy and a sum over final states for a fixed energy, this
expression has a subtle difference from the similar expres-
sion in Allen et al.:64 here X includes the sum over final
states f which was not included in X in the earlier work.

Equation �11� describes dynamical scattering. It models
scattering from the elastic beam to an inelastic beam as de-
termined by the inelastic-scattering coefficient XH−H�,G−G�.
Thermal scattering is included as an effective absorption,
attenuating the electron density in the elastic beams, both
before and after the ionization event. The electrons which are
thus removed from our calculations can, in practice, still
cause ionization events and so contribute to the scattering
cross section. This was handled by a term describing diffuse
scattering in Ref. 67. In the present work, that term describ-
ing diffuse scattering will be ignored as an unnecessary com-
plication, though it can play a significant role for thick and
strongly scattering specimens.38 Effectively this means we
are making a single elastic-to-inelastic transition
approximation.68

In the cross-section expression in Eq. �11� we find that the
S matrices occur in bilinear forms, which, not coincidentally,
are strongly reminiscent of the density-matrix
formulation.44,69 The inelastic-scattering matrix elements are
a function of two variables. In the cross-section expression of
Eq. �11� the products with the S matrices occur in such a
way as to be sensitive to phase effects, both in the probing
wave field and in the self-interference of the various inelastic
final states propagating out toward the detector plane. In the
derivation of Allen and Josefsson,38 the inelastic-scattering
matrix elements turn up in the form of an effective scattering
potential, and there the two variable dependence is de-
scribed, based on the mathematical structure of the equa-
tions, in terms of nonlocality. In the context of imaging, this
effective nonlocality prevents us from simply interpreting
structure in images as structure in the specimen. This can
lead to counterintuitive results such as imaging at a
distance.41 However, in some cases, due to the nature of the
scattering and/or the geometry of the experiment, it suffices
to approximate this nonlocal potential with an effective local
potential.70 One such case is plane-wave illumination, ignor-
ing the dynamical scattering of the fast electron, as described
by Eq. �1�. Alternatively, it has been shown that for suffi-
ciently large detector acceptance angles the imaging is based
upon a local potential.70 In the local approximation all that
matters is the magnitude of the wave function. We are not
sensitive to phase information and this is then termed an
“incoherent” imaging model. Interpretation is greatly simpli-
fied in such a case.

To use Eq. �11� to evaluate the ELNES fine structure, we
use the dipole approximation form, Eq. �4�, of the mixed
dynamic form factor appearing in Eq. �12�. If we further
restrict our attention only to the energy differential cross sec-
tion for K-shell losses �not of necessity but merely for sim-
plicity of notation�, Eq. �11� becomes

���K,t�
�E

=
NVc

K�2a0
2 �

n,�,�
Rn,���E�

� �
G,H,G�,H�

1

t
� �

0

t

SG,0�K,z�SH,0
� �K,z�

� S0,G��K�,t − z�S0,H�
� �K�,t − z�dz

� K�Fn
�q + H − H����q + G − G���

�q + H − H��2�q + G − G��2
d�K�.

�14�

In principle, the shape of the spectra Rn,���E� can be modi-
fied by the energy dependence of q and the scattering matri-
ces for the final-state electrons, but this effect is very weak
for the typical range of energies investigated in ELNES ex-
periments. The main effect of dynamical scattering on EL-
NES spectra is as a weighting of the spectra Rn,���E� depen-
dent on the specific dynamical scattering conditions and
experimental geometry. For instance, with a dichroic mate-
rial the two spectra are weighted differently as the sample is
tilted relative to the incident beam and detector. Dynamical
scattering can also strongly affect the ELNES when the crys-
tal studied has identical atomic species on inequivalent lat-
tice sites. As the atoms on distinct sites have different local
environments, they have differing energy loss spectra. By
changing the dynamical scattering conditions we can alter
the density of the probe electron around the different lattice
sites and hence change the measured energy spectrum.

IV. CASE STUDY: ELECTRON-DIFFRACTION
SPECTROSCOPY OF NiAl2O4

A. Atom location by channeling-enhanced microanalysis

ALCHEMI has been used to locate atomic species on dif-
ferent atomic sites within a unit cell25,26 and the theory has
been studied extensively.37,71 Specific dynamical scattering
conditions are used to concentrate the probe density on spe-
cific columns in the unit cells. With a sufficient understand-
ing of the dynamical scattering and energy-dispersive x-ray
emission spectroscopy measurements, ALCHEMI can be
used to identify atomic species and their concentration at
different sites within the unit cell.

Experiments have been performed under similar dynami-
cal scattering conditions using an EELS detector,72 allowing
site-specific valence determination. Further experiments73

extended this to look at fine structure at specific sites, allow-
ing one to separate out the fine structure from identical
atomic species on different lattice sites.29–31,74 While the dy-
namical scattering theory and fine-structure theory of the ex-
periments have been studied in isolation, a detailed analysis
of the interplay between the two is an essential part of the
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physics and must be considered, particularly if the quantita-
tive benefits of ALCHEMI are to be realized with EELS
signals. Using nickel aluminate spinel �NiAl2O4� as a case
study, we will explore this complex interaction.

B. Structure of NiAl2O4

The spinel structure is well known,76 having the general
formula AB2X4 where A and B are cations and X is an anion.
Four primitive tetragonal unit cells can be combined to form
the conventional cubic unit cell. In a normal spinel the A
cations occupy tetrahedral interstices of the anion lattice
while the B cations occupy octahedral interstices. The con-
ventional unit cell is illustrated in Fig. 1�a�. The tetrahedral

�A� site has point symmetry 4̄3m and belongs to the Td cubic
point group. As such it has an isotropic EELS cross section
in the dipole approximation. The octahedral �B� site has

point symmetry 3̄m �Ref. 76� and belongs to the D3d trigonal
point group and as such has a dichroic58 dipole ELNES cross
section. The prototype for this class of crystals is the mineral
spinel MgAl2O4. In a 2–3 spinel �composed of divalent and
trivalent cations� the A cation is divalent and the B cation is
trivalent.

In a completely inverse 2–3 spinel, the tetrahedral sites
are populated by the trivalent cation and the octahedral sites

are occupied by a mix of divalent and trivalent cations. Be-
tween these two extremes there exist partially inverse
spinels. They are characterized by the degree of inversion x.
NiAl2O4 is a partially inverse spinel where the degree of
inversion is approximately x�0.8.77 For this case we have a
significant number of Al atoms on both the tetrahedral and

FIG. 1. �Color online� �a� The conventional unit cell of the
spinels, with general structure AB2X4, produced using JMOL �Ref.
75�. The A atoms are in light gray �green� �tetrahedral sites�, B
atoms are in dark gray �blue� �octahedral sites�, and X atoms are in
medium gray �red�. �b� The projection of the conventional unit cell
of NiAl2O4 along 	001
. It can be seen that the atoms form an
ABAB�ABAB� stacking sequence on the set of �800� planes.

FIG. 2. The Ewald sphere in relation to the systematic row �a� in
the exact Bragg condition where K�=−0.5�G �designated zero
orientation elsewhere�, �b� for orientations where the sample has
been tilted to concentrate the probe on the tetrahedral site �desig-
nated positive�, and �c� for orientations where the sample has been
tilted to concentrate the probe on the octahedral site �designated
negative�.
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octahedral sites, i.e., we have identical atomic species with
different local environments.

In Fig. 1�b� we see the projected structure of the conven-
tional unit cell of NiAl2O4. It can be seen that the octahedral
and tetrahedral sites alternate in an ABAB�ABAB� fashion on
the set of �800� planes.29 Under systematic row conditions,
where we are not sensitive to the change in potential in the
vertical direction in Fig. 1�b�, this reduces to an ABABABAB
stacking. Illuminating the sample with a plane wave, we can
then tilt the sample to excite the �400� beam. Rocking either
side of this excitation along the systematic row concentrates
the probe on either the tetrahedral or octahedral sites.29,31,72

Shifting the EELS detector off axis further improves the site
selectivity.72 In Fig. 2�a� we depict the Ewald sphere in rela-
tion to the systematic row for the exact Bragg condition. In
this orientation K�=−0.5�G, which we have designated as
zero orientation. In Fig. 2�b� we depict the Ewald sphere for
what we have called positive orientations, where the sample
has been tilted away from the exact Bragg position to con-
centrate the probe on the tetrahedral sites and Fig. 2�c� de-
picts negative orientations where the probe is concentrated
on the octahedral sites.

Using a � version of FEFF 9,13,59 electron-diffraction spec-
tra were calculated for the Al K edge in NiAl2O4. Full mul-
tiple scattering was included for an 8 Å cluster around the
ionized atom with the potentials calculated self-consistently
within a radius of 6.5 Å. In Fig. 3 we can see the calculated
EELS spectra, R��, in the dipole approximation for Al atoms
on the tetrahedral site and the two spectra from the octahe-
dral site. The tetrahedral EELS spectrum exhibits a large
pre-edge peak that is absent from the octahedral spectrum.
This feature, in particular, allows us to discriminate the sig-
nal from the tetrahedral and octahedral sites.

To get a feel for the effects of dynamical scattering we
can examine a simplified case. Rather than looking at the
details of the fine structure we can simply look at the relative
signal of the Al K edge originating from the different lattice
sites. In this case it suffices to only look at one energy, the
threshold energy. This is valid because the major effect of the
channeling here is simply to weight the spectra arising at the
different sites. Note that, within the dipole approximation,

our calculations fully include the description of the ioniza-
tion interaction. In particular, and contrary to previous stud-
ies which have sought just to assess the spatial distribution of
the elastically scattered electrons, this approach correctly
handles the so-called nonlocality of the inelastic matrix
elements,41 which mathematically describes the long-range
nature of the ionization interaction and the partial coherence
of the inelastically scattered wave field as it affects the signal
reaching the detector. In the following calculations, done for
an incident-beam energy of 200 keV, it was found that seven

beams 	�1200� , �8̄00� , �4̄00� , �000� , �400� , �800� , �1200�

were adequate to describe the dynamical scattering and runs
on a standard desktop computer in tens of minutes. First we
will explore the effects of detector size, then the detector
offset and, finally, sample thickness.

C. Effect of detector size

In Fig. 4 the fraction of the signal from a 300-Å-thick
specimen for the tetrahedral site is plotted for a range of
detector sizes as a function of sample tilt. �For the largest
detectors shown here the validity of the dipole approxima-
tion may be questionable but for qualitative results should
suffice.� The perpendicular component of the incident wave
vector is given by K�=−0.5a� �100�+ �200�, where a is the
orientation on the horizontal axis. This means that �400� is in
the Bragg condition and strongly excited at the 0 orientation.

A small detector aperture in the forward direction collects
predominantly small-angle scattering. Loosely speaking,
small-angle scattering corresponds to a large impact param-
eter and as such admits contributions from scattering events
triggered by electrons passing at some distance from the tar-
get atoms. Given the long-range nature of this interaction, we
therefore expect to see little change in the EELS spectra as a
function of probe tilt. This is borne out in these simulations:
for the smallest detectors, there is little change as we tilt the

FIG. 3. �Color online� Calculations for the Al K shell in
NiAl2O3 done using FEFF of R�� for the tetrahedral and octahedral
sites.

FIG. 4. �Color online� Fraction of signal from the tetrahedral
site as a function of orientation of the sample about the �004� exci-
tation for a range of detector sizes. The perpendicular component of
the incident wave vector is given by K�=−0.5a� �100�+ �200�,
where a is the orientation on the horizontal axis. This means the 0
orientation is the exact �400� Bragg excitation. The sample thick-
ness is 300 Å.
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probe around the �400� reflection excitation. For large detec-
tors we find that for tilts toward the �000� beam �negative
orientation� the signal from the tetrahedral site decreases and
for tilts away �positive orientation� it increases.

D. Effect of detector offset

We can explore the effect of offsetting the detector per-
pendicular to the systematic row direction when using a 200
keV incident beam, as in Tatsumi et al.30 and Yamamoto et
al.29 In Fig. 5�a� we see that offsetting a 10 mrad detector
leads to a large change in signal from the tetrahedral site as
the sample, assumed to be 300 Å thick, is tilted. For a small
offset of 5 mrad there is little change in the signal. As we
increase the offset to 35 mrad we see a large change with the
fraction of the signal from the tetrahedral site changing from
about 0.1 for negative tilts to more than 0.7 for positive tilts.
Increasing the detector offset beyond this range only margin-
ally increases the change in the signal.

As can be seen in Fig. 5�b�, for a larger detector of 50
mrad a much greater offset is needed to see the same change
in the signal as we tilt the sample. In fact, even for offsets of
115 mrad we do not get as large a change in signal as for a

detector with an acceptance angle of 10 mrad.
It is interesting to note that offsetting the detector pro-

duces a larger change in the signal as we tilt the sample than
using a large on axis detector, thus favoring the small off-
axis detector. How this behavior arises is obscured by the
nonlocal interaction and detailed simulations are required to
accurately model this effect. In practice the high count rate
of the large on-axis detector will have to be balanced against
the greater change in signal as a function of tilt of the small
off-axis detector.

E. Effect of sample thickness

At the surface of the crystal the probe is a plane wave
with a uniform intensity across the surface. This means there
is no change in signal per atom from either the tetrahedral or
octahedral sites for thin crystals as we tilt the specimen. As
the probe channels it concentrates on different atomic col-
umns depending on the sample tilt. For negative tilts �toward
the symmetric orientation� the probe concentrates on the oc-
tahedral site and for positive tilts the tetrahedral site. The
effects of this can be seen in Fig. 6�a�, which displays the
signal per atom from the tetrahedral site as a function of
orientation and thickness, and �b� which displays the signal
per atom from the octahedral site. In both cases a 50 mrad
detector is used. Initially the signal is independent of tilt.
Then, as the probe starts to concentrate around the atomic
columns, the signal becomes highly dependent on tilt.

FIG. 5. �Color online� Fraction of the signal from the tetrahedral
site as a function of sample orientation about the �004� excitation
for �a� a 10 mrad and �b� a 50 mrad detector for a range of offsets.
The perpendicular component of the incident wave vector is given
by K�=−0.5a� �100�+ �200�, where a is the orientation on the
horizontal axis. The sample thickness is 300 Å.

FIG. 6. �Color online� Strength of the Al K-edge signal from the
�a� tetrahedral site and �b� octahedral site as a function of orienta-
tion and sample thickness for a 50 mrad detector. The perpendicular
component of the incident wave vector is given by K�=−0.5a
� �100�+ �200�, where a is the orientation on the horizontal axis.
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For a positive tilt, there is a maximum in intensity from
the tetrahedral site at approximately 300 Å. The converse is
true for the octahedral site. This signal per atom then slowly
drops off as the inelastically scattered electrons undergo ther-
mal scattering and are absorbed from the beam. These elec-
trons add to a diffuse background67 that has not been mod-
eled here. For such a large detector the effects of dynamical
scattering after the ionization event can be ignored. As can
be seen in Fig. 7, for a 10 mrad detector the result is quite
different. The failure of the single-scattering approximation
makes the interpretation of experiment for a small on-axis
detector more difficult as oscillatory features make the result
highly dependent on sample thickness, an experimental
parameter, that is, usually difficult to determine.

F. Results

Using the R�� spectra calculated by FEFF, the full double-
channeling cross section including fine structure was simu-
lated from first principles. The calculation was found to con-
verge using seven beams. A thickness of 300 Å was used to
maximize the difference in the spectra as a function of ori-
entation.

In Fig. 8 we see the result of the simulations for a 50 mrad
detector. There is a clear change in the fine structure as a
function of probe tilt. The most noticeable change is that as
we tilt from a positive to a negative orientation the second
peak at approximately 1570 eV, associated with the octahe-
dral site �peak B in Fig. 8�, increases in size. The peak at

approximately 1565 eV �peak A in Fig. 8�, associated with
the tetrahedral site, decreases as we tilt from positive to
negative orientation. The signal from the tetrahedral site is
noticeably weaker due to the fact there are three Al atoms on
octahedral sites for every two Al atoms on tetrahedral sites.

In Fig. 9 we see the results for a similar simulation but
with a 0.9 mrad detector offset by 12.5 mrad perpendicular to
the �400� beam and a 700-Å-thick sample. These parameters
were chosen to match the experimental conditions used by
Yamamoto et al.29 It is evident that the change in the signal
from the octahedral site is much greater than for the 50 mrad
detector �it should be noted that the 50 mrad on-axis detector
has a signal strength approximately 100 times larger than the
10 mrad off-axis detector�.

These results compare favorably with recent
experiments.29,30 As the experiments were not performed on

FIG. 7. �Color online� Strength of the Al K-edge signal from the
�a� tetrahedral site and �b� octahedral site as a function of orienta-
tion and sample thickness for a 10 mrad detector. The perpendicular
component of the incident wave vector is given by K�=−0.5a
� �100�+ �200�, where a is the orientation on the horizontal axis.

FIG. 8. �Color online� Full double-channeling ELNES calcula-
tion of the Al K edge in NiAl2O4 as a function of orientation and
energy loss using a 50 mrad on-axis detector. Peaks A and B are
indicated by the red and blue traces, respectively. The perpendicular
component of the incident wave vector is given by K�=−0.5a
� �100�+ �200�, where a is the orientation on the horizontal axis.

FIG. 9. �Color online� Full double-channeling ELNES calcula-
tion of the Al K edge in NiAl2O4 as a function of orientation and
energy loss using a 0.9 mrad detector offset by 12.5 mrad. Peaks A
and B are indicated by the red and blue trace, respectively. The
perpendicular component of the incident wave vector is given by
K�=−0.5a� �100�+ �200�, where a is the orientation on the hori-
zontal axis. Four experimental values from Ref. 29 are shown by
the green and light blue dots, with the drop lines guiding the eye, as
described in the text.
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an absolute scale they can only inform us about the relative
heights of peaks A and B. They observe the same enhance-
ment of peak A relative to peak B for positive orientations. In
Fig. 9 corresponding experimental peak heights �scaled to
the theoretical peak B� and locations �after correcting for a
small shift in energy� from Yamamoto et al.29 are indicated
for two different orientations of the sample. As the exact
orientations are not given we assumed they are those that
maximize the difference in the heights of peaks A and B, as
for their previous work.30 While the relative peak locations
are accurately reproduced, the relative peak heights are not.

V. FINE STRUCTURE AND CHANNELING ASSUMING
CONVERGENT PROBE INCIDENCE ON THE

SPECIMEN

As shown by Kirkland et al.78 and Allen et al.,36 the simu-
lation of the fast electron wave function in STEM is simply
a question of changing the incident boundary conditions. For
STEM probe illumination, Eq. �10� becomes

�g�R,z� = �
h

Sg,h�K,z��h�R,0� , �15�

where now

�h�R,0� = T�h�e−2�ih·R, �16�

in which R denotes the position of the STEM probe. The
contrast transfer function,79

T�p� = A�p�exp�−
2�i

�
��p�� , �17�

describes a focused collapsing spherical wave in reciprocal
space. The objective aperture pupil function is

A�p� = 0, if p  pmax

1, if p � pmax,
� �18�

where pmax can be related to the aperture semiangle via �
=tan−1�pmax /k0�� pmax /k0. The phase distortion ��p� models
the path difference that off-axis waves experience due to lens
aberrations. For a cylindrically symmetric lens with defocus
�f �where an over focus is positive�, third-order spherical
aberration coefficient C3 and fifth-order spherical aberration
coefficient C5,

��p� =
1

2
�f��p�2 +

1

4
Cs��p�4 +

1

6
C5��p�6. �19�

There are some subtle differences between Eqs. �10� and
�15�. The Fourier coefficients of the fast electron wave func-
tion � are now a function of the probe position R. The probe
no longer has the same translational symmetry that the
sample has, yet periodicity is implicitly assumed in Eqs. �15�
and �16� through the use of a finite array of mesh points. We
can eliminate the consequences of this spurious repetition of
the probe by using a supercell large enough to prevent the
repeated probes interacting with one another. The reciprocal
space lattice vectors g are constructed on this supercell in
contrast to the physical reciprocal-lattice vectors G used pre-

viously, which were derived from the conventional unit cell.
The vectors g sample reciprocal space much more finely than
the vectors G.

The generalization of the energy differential inelastic
cross section, Eq. �16�, for STEM probe incidence is

���R,t�
�E

= NVc
2m

	2K
� �

g�,h�,g�,h�

1

t
�

0

t

�
g,h

�Sg�,g�K,z�T�g�e−2�ig·R

�Sh�,h
� �K,z�T��h�e2�ih·R

� S0,g��K�,t − z�S0,h�
� �K�,t − z�dz

�
K�

2
Xh�−h�,g�−g��K,K�,E�d�K�. �20�

Due to the finer sampling of reciprocal space in STEM
calculations, they are much more computationally demand-
ing than electron-diffraction spectroscopy simulations as-
suming plane-wave incidence. However, in STEM EELS im-
aging it is desirable to use a large detector collection angle to
maximize the signal collected. Use of a large detector collec-
tion angle allows us to make a simplifying approximation,
the so-called single-channeling approximation. If the detec-
tor is large enough to collect all of the energy loss electrons,
then their redistribution due to elastic scattering subsequent
to ionization does not affect the signal. Therefore we need
not describe it in detail. This can be thought of as “turning
off” the elastic potential subsequent to the ionization events,
in which case the scattering matrix elements S0,g��K� , t−z�
=�0,g� �up to a phase factor which is irrelevant given we only
measure intensities�. Thus Eq. �20� simplifies to

���R,t�
�E

= NVc
2m

	2K �
g�,h�

1

t
�

0

t

�
g,h

Sg�,g�K,z�T�g�e−2�ig·R

� Sh�,h
� �K,z�T��h�e2�ih·Rdz

�
K�

2
� Xh�,g��K,K�,E�d�K�. �21�

Again making the dipole approximation and, for simplicity
of notation, assuming K-shell ionization, this becomes

���R,t�
�E

=
NVc

K�2a0
2 �

n,�,�
Rn,���E� �

g�,h�,g,h

1

t

��
0

t

Sg�,g�K,z�T�g�e−2�ig·R

� Sh�,h
� �K,z�T��h�e2�ih·Rdz

� K�� Fn
�q + h����q + g���

�q + h��2�q + g��2
d�K�, �22�

where now

Fn = e−0.25Bn�g�−h��e2�i�g�−h��·
n. �23�
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Single-channeling simulations scale such as gmax
4 , where

gmax is the maximum magnitude of the beams, G, included in
the calculation. Double-channeling calculations scale such as
gmax

8 . As such, in STEM we will only consider single chan-
neling. For a detector with an acceptance angle larger than
the probe-forming aperture this is a good approximation.80

VI. CASE STUDY: FOCUSED COHERENT PROBE

The greatest benefit of using a focused coherent STEM
probe to measures ELNES is that we can measure the change
in fine structure, and hence in the local atomic environment,
as we scan the probe across the sample. We explore this
possibility in this section using SrTiO3 as a case study.

A. Structure of SrTiO3

The structure of SrTiO3 is depicted in Fig. 10�a�. The
local environment of the oxygen atom is dominated by the
titanium bonds. This leads to the energy-differential cross
section of the oxygen K shell being dichroic. In Fig. 10�b�
the structure of SrTiO3 projected along 	001
 is depicted. For
the leftmost oxygen column the Ti-O-Ti bonds are in the
direction of the arrow, i.e., along the x direction and in the
plane of the page. In this case the relevant R�,� in Eq. �22�
�suppressing the index n� are Ryy =Rzz�R�, where � de-
notes that these are directions perpendicular to the bonds,

and Rxx�R�, where � denotes directions parallel to the bonds.
Now let us consider the column of atoms in the center. These
O atoms have an identical local environment to the ones in
the leftmost column but rotated by 90°. The Ti-O-Ti bonds
are now down the column in the z direction or into the page.
In this case Rxx=Ryy =R� and Rzz=R�.

If we only have momentum transfer in the z direction, as
is the case for plane-wave illumination with an on-axis point
detector, we would get R� contributions from the O only
columns and R� contributions from the central column due to
the respective directions of the Ti-O-Ti bonds. For a focused
coherent probe and a finite-size detector the situation be-
comes more complex since the momentum transfer now has
components in the x and y directions. In this case we will
then have R� and R� contributions from all the oxygen atoms
but in general weighted differently, depending on the probe
and the channeling of the probe. For a sufficiently fine probe
we would mainly excite one column and hence as we scan
the probe we would expect to see some change in the fine
structure as we encounter O columns with bonds orientated
differently.43 To get a feel for this and the effects of dynami-
cal scattering we examine a simplified case. Rather than
looking at the details of the fine structure we can simply look
at the relative strength of the two spectra R� and R� as a
function of probe position. It suffices to only look at one
energy, the threshold energy. As in the previous section, this
is valid because the major effect of the channeling is to
weight the different spectra. Again using the dipole approxi-
mation, our calculations fully include the detailed description
of the ionization interaction, including the so-called nonlo-
cality of the inelastic matrix elements and the partial coher-
ence of the inelastically scattered wave field as it affects the
signal reaching the detector. In the following calculations a
5�5 supercell was used. First we will explore the effects of
the detector acceptance angle, then the size of the probe-
forming aperture and then sample thickness and finally the
change in fine structure as a function of probe position.

B. Effect of detector acceptance angle

Calculations using a 100 keV aberration-free probe with a
20 mrad probe-forming aperture and a 100-Å-thick sample
were performed for a range of detector apertures. In Fig.
11�a� we see the variation in the R� component of the spec-
trum as we scan across the unit cell.

For the 10 mrad detector angle, most of the vectors q that
will scatter into the detector have little component perpen-
dicular to the beam direction. Also for the 10 mrad detector
we see that the R� signal is greatest in between the columns.
In this case we are mostly detecting the signal from the O
only column, but, with the probe on the column, the majority
of inelastic scattering falls outside the very small detector
considered here. Displacing the probe decreases the total
inelastic-scattered intensity but may increase that portion
reaching the detector. This gives rise to the characteristic
volcano-shape image, as has been described previously.32,81

This can make interpretation difficult as the image no longer
represents the structure we are trying to image. As such it is
best to avoid this regime. As we increase the probe �or de-

FIG. 10. �Color online� �a� Unit cell of SrTiO3. The strontium
atoms are shown in light gray �green�, titanium in medium gray, and
oxygen in dark gray �red�. Created using JMOL �Ref. 75�. �b� Pro-
jection of the unit cell of SrTiO3 along 	001
. The arrow indicates
the scan direction of the probe.
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tector� angle we allow scattering vectors q with a greater
component perpendicular to the propagation of the fast elec-
tron and thus greater excitation of R� for the O only columns,
the more so as the aperture increases. The z component of
the momentum transfer, however, remains largely unchanged
so that for the central column R� mainly reflects an increase
in signal due to the larger detector. In Fig. 11�b� we see again
a volcano structure for the smallest detector apertures. As the
aperture size increases, components of momentum transfer in
the x and y directions increases. For the O only columns R�

is excited along the y and z directions. For the Ti-O column,
R� is excited by momentum transfers in the x and y direc-
tion. In this case the R� spectra from all atoms are affected
by the increased range of momentum transfers as the aper-
ture increases. Ideally we want to operate in a regime where
the observed structure correlates with the atomic structure
and as such large detectors are advantageous.

C. Effect of probe-forming aperture

Calculations were performed for a 100 keV probe for a
range of aberration-free probe-forming apertures. For the 10
and 20 mrad probe-forming aperture semiangles the calcula-

tion was found to converge with 121 physical reciprocal-
lattice vectors. For the 30 mrad probe-forming aperture 305
reciprocal-lattice vectors were used, and 505 reciprocal lat-
tice vectors were used for the 40 mrad probe-forming aper-
ture. In the following calculations the sample was 100 Å
thick.

In Fig. 12�a� we see how the strength of the R� spectrum
varies as we scan the probe along the direction indicated in

FIG. 11. �Color online� Simulation for a 100 keV aberration-free
20 mrad probe-forming aperture with a 100-Å-thick sample. �a�
Strength of the R� spectrum as a function of probe position for a
range of detector sizes. �b� Strength of the R� spectrum as a func-
tion of probe position for a range of detector sizes. The small circles
indicate O columns and the large circle indicates the Ti-O column.

FIG. 12. �Color online� Simulation for an aberration-free probe
with a 60 mrad detector acceptance angle and 100-Å-thick sample.
�a� Strength of the R� spectrum as a function of probe position for a
range of probe-forming apertures. �b� Strength of the R� spectrum
as a function of probe position for a range of probe-forming aper-
tures. The small circles indicate O columns and the large circle
indicates the Ti-O column.
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Fig. 10�b� for a range of different probe-forming apertures
with a 60 mrad detector. In Fig. 12�b� we show the R� spec-
trum. In this case, due to the large detector size, there is
considerable sampling of transverse momentum transfers. In
comparison to Fig. 11 we no longer see the volcano structure
as the signal is peaked on the columns.

D. Effect of sample thickness

Using an aberration-free probe with 20 mrad probe form-
ing and 50 mrad detector aperture, calculations were per-
formed to examine the change in O K-shell signal as a func-
tion of probe position and the thickness of the sample. In Fig.
13�a� the strength of the R� spectrum is plotted. We can see

the signal gradually increasing as the sample thickness in-
creases, peaking on the O only columns. This peaking is
enhanced by the channeling. To establish that it is genuinely
the dynamical scattering in the specimen which causes this
enhancement, Fig. 13�a� should be compared with Fig. 14�a�,
which is a similar calculation except that the elastic evolu-
tion of the incident wave field is assumed to occur in free-
space rather than in the crystal potential. The strength of the
R� spectrum is plotted in Fig. 13�b�. It can be seen that the
signal builds up more quickly than in Fig. 13�a�, which is on
the same scale. Once again, channeling plays an important
role, leading to maxima on the O only columns. This should
be contrasted with the results in Fig. 14�b�, where the maxi-
mum intensity is on the central Ti-O column for larger thick-
nesses. In Fig. 13�c� we see the fraction of the signal from
the R� spectrum as a function of probe position and thick-
ness. The greatest variation as a function of probe position is
seen for the smallest thicknesses, but, as the thicker speci-
mens produce a greater absolute signal strength, the thicker
samples are most likely advantageous for detecting the
changes in fine structure. We also note that channeling �and

FIG. 13. �Color online� Simulation for an aberration-free 20
mrad probe with a 50 mrad detector acceptance angle. �a� Strength
of the R� spectrum as a function of probe position and sample thick-
ness. �b� Strength of the R� spectrum as a function of probe posi-
tion and sample thickness. �c� Fraction of the R� spectrum of the
total signal as a function of probe position and sample thickness.
The small circles indicate O columns and the large circle indicates
the Ti-O column.

FIG. 14. �Color online� Same as Fig. 13 but with no channeling.
The probe propagates in free space to the atoms in different layers.
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absorption� preserves the contrast for thicker specimens, as
can be seen by comparing with Fig. 14�c�. Having explored
the effect of some of the most pertinent experiment param-
eters we now turn our attention toward simulating the full
ELNES spectra.

E. Fine structure as a function of probe position

In Fig. 15 we can see the two different STEM ELNES
spectra from the oxygen atom, R� associated with the direc-
tion of the titanium-oxygen bonds of the ionized atom and
R� associated with directions perpendicular to this. These
spectra were calculated using FEFF with a cluster of radius
6.0 Å around the ionized atom and the potentials calculated
self-consistently within a radius of 4.5 Å. As can be seen,
there are marked differences between the spectra, particu-
larly at energy losses of around 540 and 547 eV.

These spectra were then used to calculate the energy-
differential cross section as a function of probe position,
scanning across from an oxygen column to a titanium-

oxygen column and back to an oxygen column, as indicated
by the arrow in Fig. 10. A 100 keV probe was assumed. The
probe-forming aperture and detector acceptance angles were
both 20 mrad, values easily obtained not only on the latest
generation of aberration-corrected microscopes but also on
earlier models. The result is seen in Fig. 16. The changes in
the fine structure are more evident in Fig. 17, where we
compare the heights of the peaks at 535 and 540 eV as a
function of probe position. The two peaks quite clearly have
different behavior as we scan across the unit cell, evidence of
the change in fine structure as a function of probe position.
While our present calculations do not allow for broadening
in the energy direction due to thermal effects and the finite
lifetime of the ejected electron, we can see that, in principle,
we should be able to measure a change in the fine structure at
atomic scales using the latest scanning transmission electron
microscopes. As discussed in the previous section, using
larger probe-forming and detector apertures will improve
these results.

VII. CONCLUSION

Dynamical scattering can be used to concentrate the probe
density on specific sites within the unit cell. This can be used
to identify the atomic species occupying different lattice
sites. Furthermore this can be used to probe the fine structure
in the energy loss spectra of the atoms on different sites.
Increasing the size of the detector makes the energy loss
interactions more local leading to a greater change in the
spectra as a function of sample tilt. Alternatively, offsetting
the detector can achieve similar results but at the cost of
greater statistical noise due to the reduction in signal
strength. Combining the calculations of fine structure from

FIG. 15. �Color online� Oxygen K-edge spectra in the dipole
approximation for SrTiO3. The spectrum R� is associated with scat-
tering vector in the direction of the titanium-oxygen bonds of the
ionized atom and the spectrum R� is associated with scattering
vector perpendicular to the titanium-oxygen bonds of the ionized
atom.

FIG. 16. �Color online� STEM ELNES cross section for the O K
edge in SrTiO3 as a function of probe position and energy loss in
arbitrary units. The probe-forming and detector-acceptance angles
are both 20 mrad. The probe is scanned from an oxygen column to
a titanium-oxygen column and back to an oxygen column in the
�001� zone axis as indicated in Fig. 10.
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FIG. 17. �Color online� STEM ELNES cross section for the O K
edge in SrTiO3 as a function of probe position for energy losses of
535 eV �solid red line� and 540 eV �dotted green line�. The probe-
forming and detector-acceptance angles are both 20 mrad. The
probe has been scanned from an oxygen column to a titanium-
oxygen column and back to an oxygen column in the �001� zone
axis, as indicated in Fig. 10. The small circles indicate O columns
and the large circle indicates the Ti-O column.
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the FEFF program, full double-channeling including ELNES
have been simulated. We have compared our simulation with
experiment and found that we have reliably reproduced peak
locations and the general change in the peak heights as the
sample is tilted but have not reproduced the exact peak
heights.

We have presented the theory of ELNES imaging in
STEM. We have seen how STEM can be used to measure
how fine structure, and hence the local density of unoccupied
states, changes at atomic scales. In particular, we have dem-
onstrated how in SrTiO3 the measured oxygen K edge
changes as a function of probe position within the unit cell.
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